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Abstract of the contribution: The contribution proposes a new key issue on 5GS assistance to Federated Learning operation.
1.
Discussion
In Rel-18, there is a WT#1.3 in FS_AIMLsys : Study whether and how 5GS provides assistance to AF and the UE for the AF and UE to manage the FL operation and model distribution/redistribution (i.e. FL members selection, group performance monitoring, adequate network resources allocation and guarantee.) to facilitate collaborative Application AI/ML based Federated Learning operation between the application clients running on the UEs and the Application Servers.
In horizontal FL, the interaction and the communication between a server and clients may be a high cost in learning stage. For example, the servers will send FL model files, learning configurations and other information to clients, and the AI/ML models may be large files (most of famous and developed models are larger than 500MB). Before this step, they need to exchange the secret key or other privacy operations; after this step, they are going to exchange files (e.g. model gradients, models or weights) to update models. Moreover, the files used to update models are not small, and the size of those files are about 6% of the corresponding models (e.g. the data file of a 150MB tensorflow model need about 9MB space). Furthermore, in order to converge, a large number of rounds for training are needed (about 5000-10000 rounds).
In summary, there are large files and multi times interactions in the FL process, it will lead to heavy data traffic if FL interaction data is transferred between server and client(s) via 5GS. As a consequence, the clients selection and data transmission in FL training should be more careful in 5G. It is necessary to ensure that the training process of FL not lead network performance degrading and traffic/fee for clients increasing substantially.
Therefore, a KI is proposed to study how to support Horizontal Federated Learning by 5GS, including:
1. How to select UEs for FL to avoid degrading of network performance and service experience for clients .
2. How to transmit FL interaction data to avoid degrading of network performance and service experience for clients.
2.
Text Proposal

It is proposed to have a key issue in TR 23.700-80 
*** Start of the change (all new text) ***
5.X
Key Issue #X: 5GS Assistance to Federated Learning Operation
This KI is to study whether and how 5GS provides assistance to AF and the UE for the AF and UE to manage the FL operation and model distribution/redistribution (i.e. FL member selection, group performance monitoring, adequate network resources allocation and guarantee) to facilitate collaborative Application AI/ML based Federated Learning operation between the application clients running on the UEs and the Application Servers. 
In order to provide assistance to the AF and the UE for FL operations, it is proposed to study the following aspects:

On assistance to selection of UEs for FL operation:
-
Whether, how and what information provided by 5GC to the AF can help the AF to select and manage the group of UEs which will be part of FL operation;

NOTE 1:  The FL group management should be controlled and managed by the AF.   
-
Whether, how and what information is required by the 5GC in order to assist the AF for selecting and managing the group of UEs which will be part of FL operation.
On performance monitoring/exposure:
-
How to monitor and expose a UE or a group of UEs performance (e.g. aggregated QoS parameters) as described in TS 22.261 [x] related to FL operations.
-
Whether and what existing or new monitoring events (e.g., QoS, location, load, congestion) are required to capture specific System Performance and Predictions for traffic related to AI/ML operations for FL operation. 
Editor’s Note: whether 5GC is aware of the Application Layer FL operation so as to perform the above monitoring needs further discussion.
On FL performance:
-
How to assist AF to increase the FL performance (e.g., to manage latency divergence) among UEs when the application server receives the local ML model training information from different UEs in order to perform global model update. 
*** End of the change ***
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